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Commonality Between the HIRIS and MODIS Data Systems

EosDIS is requiring that GSFC and JPL collaborate in defining

common elements of the HIRIS and MODIS data systems, and in

designing the data systems to maximize the degree of commonality,

particularly from the point of view of the user. The results of

this analysis are to be delivered by December 1, 1988. During a

Wednesday (9/28) meeting between GSFC and JPL, a study plan was

identified, including deliverables and a schedule. The documen-

tation includes the following: (1) level-I (system) science

functional requirements; (2) level-II (CDHF, DADS, etc.) science

functional and performance requirements; (3) operational concept

(including data flows, teams/organizations/responsibilities, and

scenarios) ; (4) preliminary system specifications, and; (5)

conceptual design.

Initially, the two groups will produce a first cut at the

first three documents. This phase will end with a meeting at

GSFC, which has been scheduled for October 25, during which the

re~irements and operations concepts will be merged. The joint

documentation will be produced during November, with one or two

additional meetings required.



QUESTIONNAIRE

1. Science Data Product:

2. Definition (include S1 unit):

3. Spatial and Temporal Resolution and Coverage Requirements
(include current capabilities and the goals for the MODIS):

4. Accuracy Requirements (include current capabilities and the
goals for the MODIS):

5. Input Data Required:

5.1 MODIS sensor channels:

MODIS-T:

MODIS-N:

5.2 Ancillary data (i.e., data from polar platform,
including other sensors) :

5.3 Delivery re~irements (where, when, how, and how often) :

6. Level 1 Processing Requirements:

6.1 Calibration accuracy:

6.2 Calibration scenarios (sensor, surface, and data) :

6.3 Instrument long-term stability requirements (what do you
plan to use this for, i.e., is it necessary) :

6.4 Scenarios for monitoring instrument trend:

6.5 Anticipated Recalibration Requirements (upper limit) :

6.6 Earth location accuracy requirements (include methods
for attaining the stated accuracy)

6.7 Level 1 data products

6.7.1 Description of Level 1A data products (list
ancillary data to be merged with sensor data) :

6.7.2 Description of Level lB data products (include
strategies for segmentation, and logical
record organization):

6.7.3 Desired distribution media:
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6.7.4 Delivery requirements (where, when, how, and
how often):

6.8 References (for calibration, trend analysis, and Earth
location) :

7. Parameter Retrieval Algorithms:

7.1 Algorithm description (include description of how input
data are used by the algorithm):

7.2 Limitations of the algorithm (e.g., accuracy limitation,
limited parameter range of validity, etc.):

7.3 Discussion of algorithm development status:

7.4 Estimates of computing resources:

7.4.1 CPU:

7.4.2 Memory:

7.4.3 Lines of code (specify language):

7.5 References:

8. Level 2 Data Products

8.1 Estimate of data volume:

8.2 Desired distribution media:

8.3 Delivery requirements:

9. Level 3 Requirements:

9.1 Description of standard mapped data products (include
bin sizes for spatial and/or temporal averages; also
indicate type of projections desired (e.g., Mercator
and/or polar stereographic projections) :

9.2 Estimate of data volume:

9.3 Desired distribution media

9.4 Delivery requirements:

10. Validation Requirements:

10.1 Use of in-situ data:

10.1.1 Description of in situ data (include accuracy
requirements) :
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10. 1.2 Description of in situ experiment (in situ
experiment planned for supporting MODIS or
current ongoing experiment that may help in
validating MODIS-derived parameters) :

10.1.3 Comparison procedure (describe how the
MODIS-derived parameter values are compared
with the ground truth measurements. Include
descriptions of statistical methods, mapping
overlays, mathematical methods of analysis,
graphical methods, etc.):

10.1.4 Description of current in-situ validation
efforts:

10.1.5 Near real-time requirements for field experi-
ments or target-of-opportunity observations:

10.1.6 References for in situ experiment and
validation efforts:

10.2 Use of geophysical model(s):

10.2.1 Description of the model:

10.2.2 Description of model inputs (include accuracy
of the model) :

10.2.3 Procedures for using the model for validation
(include descriptions of analysis methods and
accuracy limitations) :

10.2.4 Discussion of current modeling validation
efforts:

10.2.5 Estimate of computing resources:

10.2.5.1 CPU :

10.2.5.2 Memory:

10.2.5.3 Lines of code (specify language):

10.2.6 References for modeling validation efforts

11. Browse Data Products

11.1 Product descriptions:

11.2 Estimate of data volume:

11.3 Frequency estimate:



12. Existing Data Products from Precursors to MODIS:

12.1 Brief description of products (identify sensors and
aircrafts and/or spacecraft that carried the sensors) :

12.2 References:
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MIDACS

DATA ARCHIVE AND DISTRIBUTION SYSTEM
(DADS)

Operational Concepts



MIDACS DADS OPERATIONS CONCEPT

Purpose

Provide a basis for understanding the
DADS operational concepts in the
MIDACS/EosDIS context

Support development of functional and
performance requirements for the DADS

.



MIDACS DADS OPERATIONS CONCEPT
Functional Requirements

Receive Data
– Ingest, Acceptance Check, Process

Headers, Organize

Manage Data
–Store, Manage Catalog, Report Status

Process User Request
– Receive Request, Retrieve Data, Status

Request

Distribute Data
–Generate Direct Product,

Distribute/Transmit Data



MIDACS DADS OPERATIONS CONCEPT
Archived Data Types

Level 1-4 Standard MODIS Instrument Data Products (including
Browse)

Specialized Data: non-standard, specific research investigation for
limited region or time, TMCF produced

Ancillary Data: engineering, orbit/attitude, calibration, other instrument

Correlative Data: scientific data not from MODIS, in-situ data

Catalog/Directory: grouping, location, algorithms, ownership
(originator, discipline)

Processing Algorithms: algorithms, suppotting documentation, and
DQA criteria
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MIDACS DADS OPERATIONS CONCEPT
Data Ingest Assumptions

Data rates of LI A/B= 1.0 Terabits/Day, L2=2.O Terabits/Day,
L3= 0.3 Terabits/Day

20% overhead for formatting and file management
(catalog/directory) (Ref. 3)

Level O not stored (stored temporarily at the

Browse files may be resident in archive

Reprocessed data replaces previous data

Potential over-sampling of data not included

DHC)

Data stored for two years before release to permanent
archive (Ref. 3)



MIDACS DADS OPERATIONS CONCEPT
Ingested Data Volume

DATA INGEST RATE* STORAGE VOLUME
(Terabits/Day) (Terabits/2 Yrs.)

L-1A
L-1 B

L-2
L-3
L-4

Specialized
Correlative

Ancillary
Browse

Total

1.2
1.2
2.4

0.36
TDB

.52 (1O% standard)a
TBD

<0.01
TBD

5.68

876
876

1752
263
TBD
380
TBD
c 7.3
TBD

41.46

* - with 250 overhead
a – Ref. 3



MIDACS DADS OPERATIONS CONCEPT
Data Request Estimate

FACILITY DATA NO. OF REQUEST

CDHF L-1A, Calibration Reprocessing a
L-1 B, Reprocessing of L-2 and L-3 a

TMCF Portions (IOYO) of L-1A thru L-3 for calibration
and science algorithm development and
maintenance

Portions (1OYO)of L-3 for scientific applications

USERS Level-2 Interdisciplinary studies

Level-3 Surface Temperature (land/ocea~) b
Vegetatio~ Indices (land/ocean)
Aerosols
Atmospheric Profiles

2/mission

Approximately 150/yr.

Approximately 50/yr.

TBD

(60/75)/yr.
(100’s/250)/yr.
50- 100/yr.
250/yr.

Level-4 TBD TBD

a =Refl, b= Ref5



MIDACS DADS OPERATIONS CONCEPT
Data Distribution*

Electronic Capability

. Dial-Up 9.6 Kbps for catalog interrogation and user request

. NASA Networks: 9.6 Kbps -6.3 Mbps for high speed
communications, NASCOM, PSCN, SPAN, NOAANET

Direct Product

● Copy of archived data on physical medium such as optical disk,
magnetic tape, optical tape, or hardcopy

● Browse catalog if on-line browse not available

*- Ref. I/Ref. 6



MIDACS DADS OPERATIONS CONCEPT
Mass Storage Systems*

Type Data Rate Data No. for
Volume 2 yr./l da

Magnetic Disk (’92) 96 Mbps 20 GB 25900/36

Magnetic Disk (’98) 192 Mbps 40 GB 12950/1 8

Magnetic Tape 400 Mbps 100 GB 4144/6

Video Cassette Autochanger 200-400 Mbps 57 TB 9/<1

Optical Tape (11.5’ dia., 7000 ft.) 24-1600 Mbps 2.5 TB 207/ <1

* - Ref. 1



MIDACS DADS OPERATIONS CONCEPT
Issues and Assumptions*

DADS will not produce data, including browse data

DADS will not provide sophisticated data compression,
averaging, or interpolation

DADS will provide simple compression, reformatting, and
subsetting

DADS will provide data for reprocessing or higher level
processing on demand at CDHF request

DADS will move archived data to permanent archives after two
years

DADS will update the IMC catalog and directory

DADS will provide data access security and integrity

DADS will replace previous data with reprocessed data

The CDHF and TMCF will access data directly from the DADS

Users not on MODIS science team will order data through the
lMC

Ref. 1.4.5. and 6



MIDACS DADS OPERATONAL CONCEPTS
References

1. EosDIS Baseline Report, CTA, 7/88

2. System Specifications for the Space Telescope DADS, NASA,
5/87

3. EosDIS Data Transfer & Data Communications Requirement
Study, SAR/GSFC 7/88

4. DADS Perceptions, J. Berbert, 8/86

5. MODIS Instrument Panel Report, Vol. Ilb, NASA, 1988

6. EosDIS Report of the EOS Data Panel, Vol. Ila, NASA, 1986
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DATA DICTIONARY

Algorithm-Release
announcement

Ancillary-Data

= *announcement that a debugged,
working processing algorithm is now
in use, containing information such
as version numbers, availability of
user’s guide, etc.*

= *Data other than MODIS-Instrument-
Data rewired to perform MODIS data
processing. [They include orbit
data attitude data, time informa-
tion, spacecraft platform
engineering data (e.:, pointing
information, optics temperature,
structure temperature, instrument
mounting alignment) , calibration
data, data ~ality information, and
data from other instruments (e.g.,
cloud information derived from a
second instrument, status of items
in a second instrument which could
create interference with the
instrument data being processed,map
data, atmosphere temperature
grids).]*

Archive-Ancillary-Data = *Ancillary data retrieved from the
MODIS DADS, other DADS, or Permanent
Archive.*

Archive-Data-Products = *MIDACS products routinely archived
for potential user access and
distributed in response to a product
request.*

Archive-Data-Request = *A request for data to be retrieved
from any EosDIS DADS.*

Catalog/Directory-Data = *Listings of data available from the
MIDACS DADS listed by platform,
instrument, data processing level,
algorithm identifier, parameter,
time, geographic location, or
combination.
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Command-Loads

Command-Request

Correlative-Data

Correlative-Data-Request =

DADS-Status-Inquiry

DADS-Status-Report

Data-Products-Release-
Announcement

Database-Inquiry

Database-Report

Data-processing-request

Data-Product-Requests

*Encoded MODIS instrument command
sequences as required by the
on-board MODIS instrument control
system and constructed so as to
affect a specific action; e.g. , llHV
PWR ON’’..*

*A command load generated by the
1ST, verified by, and immediately
transmitted by the ICC.*

*scientific data not from the MODIS
instrument used to verify, inter-
pret, or validate MODIS data
products.*

*Information required to initiate
and support the transfer of
Correlative-Data to the requestor.*

*Re~est for a specific type of
DADS-Status-Report. *

*Description of the DADS status,
resources utilization, and perfor-
mance. *

*Announcement that a validated
specialized or correlative data
product is available to the scien-
tific community.*

*In~iry of the monitoring database
to determine what instrument
monitoring reports, data, and
analysis are currently available.*

*Report of instrument monitoring
functions and availability.*

*A request to perform a special data
processing or start a new standard
data processing.*

*Data request*

2



Data-Request

DHC-Data-Request

Displays

DQA-Criteria

DQA-Reports

Engineering-Data

Headers

IMC-Inquiry

IMC-Inquiry-Response =

*A request for information, data, or
data products. General context is
requested data may be on-line and
may be shopped-for or browsed after
electronically. The accounting for
such data availability, transfer
and/or use, may be different from
that of a product order which may
come from an element external to
MIDACS.*

*Redesignation of packet handling
and processing priorities.*

* Plots, images, a list of requested
data or status of the instrument or
ground system communicated
visually.*

*Factors used to assess data

quality.*

*Results of routine data quality
assessment associated with data
receipt and data product opera-
tions. *

MODIS-Engineering-Data +
Platform-Engineering-Data.

*Information about the attributes of
standard, non-standard, or data
products.*

ARe~est for information on the
operational status of the MODIS
instrument or the MIDACS data
system.*

Production-Status-Inquiries +
DADS-Status-Inquiries +
Science-Plan-Inquiry +
Instrument-Operational-
Status-Inquiries

Production-Reports +
DADS-Status-Reports +
Mission-Planning-Information +
Science-Plan-Information
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Instrument-Operations- =
Models

Instrument-Status-
Report

Level-O-Data

Mission-Planning-
Information

MODIS-Data-Products =

MODIS-Engineering-Data =

MODIS-Instrument-Data =

=

MODIS-Science-Data =

Monitoring-Algorithms =

Near-Real-Time-Data =

Near-Real-Time-Request =

Non-Standard-Products =

*Computer-compatible mathematical
equivalents of the MODIS instrument,
used to estimate resource require-
ments during a modeled operation.*

*Information on the operating
configuration of the MODIS instru-
ment. *

*MODIS-Instrument-Data at original
resolution, time order restored,
with duplicates removed.*

*Instrument operations schedule;
information provided by the ICC to
the CDHF required to verify receipt
of complete data sets.*

Levels 1-4 Data Products +
Browse Data

*Data other than MoDIs-science-Data
generated within the MODIS instru-
ment. *

*Data originating within the MODIS
instrument.*

MODIS-Science-Data +
MODIS-Engineering-Data

*Unprocessed radiance observations
as generated by the MODIS instru-
ment. *

*A procedure (or recipe) for trans-
forming information into a different
state to accommodate a specific data
interpretation.*

*MODIS-Instrument-Data designated
for Priority Processing.*

*Re~est to handle data in Priority
Mode. *

*Products not routinely produced,
standard products produced by an
alternate algorithm, or combinations
of standard products.*
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Observation-Request

Order-Status-Data =

=
+

Organized-Data =

Permanent-Archive-Data =

Permanent-Archive-Data- =
Request

Planning-Input =

Platform-Engineering-Data=

Prelixainary-Algorithms =

Preliminary-Specialized-
Data-Products =

Priority Processing =

Priority-Ranked-Requests =

*MODIS measurement request not
covered by the current schedule or
data handling procedures. The
request is consistent with general
science objectives and science
mission plans and goals.*

*Status and billing of the product
ordered through IMC.*
Order Found Status
Order Placed Status

*Data products which have been
grouped according to the header,
e.g., Level 1A data, Land data, or
Ocean data.*

*Data retrieved from permanent
archival storage.*

*Request for data from the
permanent archive.*

*Information supplied to the Team
Leader by the Team Members used to
developed the Science Management
Plan.*

*Data produced by the platform
sensors that are used for operating
the platform or as ancillary data.*

*Recently developed algorithms which
have not been fully tested.*

*Specialized data products which
have not yet been validated or
verified.*

*Immediate processing of designated
data items without considering data
item position in processing queues.
Cf. Routine Processing.*

*Received requests which the team
leader has given priority ranking in
concordance with the science
Management Plan.*
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Processing Algorithms =

Production-Report =

Reference-Monitoring- =
Profile

Received-Data =

Received-Requests =

Resource-Envelope =

Retransmission Re~est =

Retrieved Data =

Revised-Algorithms =

Routine Processing =

Schedule-Data =

Schedule-Response =

Science-Data-Request =

Scientific Algorithms +
Calibration Algorithms +
Special Algorithms

Production Schedule +
Production Status

*Expected MODIS instrument
engineering parameter levels
annotated with limits at which alarm
status should be declared.*

*Data stored at the TMCFIS used for
algorithm development and
validation/verification of data.*

*A data products recfuest, observa-
tion request, or data processing
request received by the Team Leader
from Team Members in TMCF.*

*Maximum allowable resource consump-
tion levels for the MODIS instru-
ment. *

*Re~est for retransmission of data
packets that do not meet quality
standards.*

*Data retrieved from DADS storage by
the Process-User-Request function to
fill a product order.*

*Algorithms which have been tested
but are not yet ready for release.*

APrOCeSsin9 that considers data item
position in data processing queues.
Cf. Priority Processing.*

*English language descriptions of
planned platform maneuvers or
instrument operations.*

“*Removed from charts one phase
(consider as part of Science
Management Plan)*tl

*Description of Selected-Real-
Time-Science-Data used by the ICC to
monitor MODIS instrument operation.*
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Science-Data-Request =

Science-Management-Plan =

Science-Plan- =
Coordination

Science-Plan-Information =

Selected-Data-Products

Selected-Real-Time-
Science-Data

Selected-Science Data

Selected-Science-Data

Special-Observation-
Request

Specialized-Data-Products=

*A re~est for selected science data
for monitoring instrument perfor-
mance. *

*A plan which states the areas Of
responsibility of each Team Member
developed by the Team Leader and
Team Members.*

*Information exchange between a user
requesting special MODIS services
and the MODIS Instrument Team
Leader. The exchange should
culminate in a plan for MODIS
Instrument Operation.*

*scientific descriptions of the
intent of MODIS instrument opera-
tions. *

*subsets of standard, near-real-time
or specialized data product.*

*A subset of MODIS-Science-Data used
to monitor MODIS instrument perfor-
mance. *

*A subset of MODIS-Science-Data used
to monitor MODIS instrument perfor-
mance. These data are transmitted
to the ICC by the CDHF to analyze
past instrument performance and are
not used for real-time monitoring.*

*In response to a request, selected
science data will be issued for
monitoring instrument performance.
Selected data may be of specific
channels, time, packets, etc.*

*An observation request which
requires alteration at previously
established observation plans.*

*Data products which are considered
part of a specific research investi-
gation and are produced for a
limited region or time period, or
data products which are not accepted
by the project as standard items.*
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TMCF Observation Request =

TMCF-Processing-Request

TMCF-Request-Response

User-Observation-Request

User-Processing-Request

User-Product-Request

User-Re~est

User-Re~est-Response

Validation/Verification-
Study-Results =

*Re~est by a TMCF member to execute
a MODIS observation sequence.*

Standard-Processing-Requests +
Reprocessing Requests +
Data-Base-Inquiry +
Selected-Data-Request +
Product-Release-Request

*Response of the ICC to a
TMCF-Processing-Request. *

*A special observation re~eSt not
included in the current schedule but
consistent with general science
objectives and the science mission
plan. *

*Re~est by a User to generate
MODIS-Data-Products not previously
available. *

*Re~ests that distributed data
products be delivered to a User from
the MIDACS DADS.*

User Product Request +
User Observation Request +
User Processing Request.

*Response to a user’s request.*

*Results of the analysis of a
specialized data product or correl-
ative data which determine it the
product is validated or verified.*

8



?/29/8s
IST/ICC DATR DICTIONARY ADDITIONS

Authariz@d-Schedule-Data

fiutomated-Command- =
sQquQncQs

Candidate-Observationq
Sequence

Coordinated-Observutisnw
Plan

Ct*iticai-Command-Request

Farmatted_Observation-
Request

Gene~ic-Gbservati~n_
Request

.

Gea~raphy-Data =

*Rmsult6 of analysis of in~trument
performance uvar a l~ng period
which rmflscts tr~nds in performance.w

=a *A 6chedule conatining instrurnant
t’=sout’ces and timelin~s, that have b~en
app~av~d by the EMQC thr~ugh iteration
with the ICC.*

*G human rsadabIe s@qucnce G+ commands
genarat@d by the planning and scheduling
processes and used fr~m the Seneratian
of cammand loads,*

= *A human readabla form of the
instrument resources and timelin~
necessary ta psrform the ab=ervation
requsst, This data is sent to the
EMOC far app~oval.*

s uAny data received by ttte 1ST which
has besn selected as a obsarvatian
rcqumst which has bsen cgardinated
to determine its consistency with the
Eos science objectives.*

m *A command request issued by the
manitaring functien when the
skate-of-healkh of ths’ Instrument
Qr its performance is de=raded.+

*A request far lnformatiofl~ .datal or
data praducts. “ General context
is requested data may be on-line
and may be ~hopped-+ur ar browsed
after electronically. Tha accounting
fs~ such data availability, transfer
and/ar use may be differant fram that
uf a usar product request which may com~
from an eletnsnt external *Q MXDACS,*

* Wqny ob~epvati~n reque~~ rac=ived
by the ICC that has been prgcessed far
input intQ khe s~nsration ef instrument
timeliness* .

m *Obs@rvati@n request that ars
predetarminsd and are consistent with
the orginal science plan.*

* Data that can be usad tca identify

1



land and acean bgundari~s or Qther
Earth faaturas necessary for the
implafnentatien or ganaratian
~f the instrument command~t U6@d in
generating instrum~nt timelinQs*

Instrument_Op~rakions_ = *An inquiry made by the IMC *O
Status_Inquiry d~tsrmine th~ status iaf ths ICC and/at%

tha MODIS instrument. Ths
status will b= available to u6~t’%.*

Observahi~n_Planning_Data = *Rny data rscaivad by the 1ST which
has be@n-s@lect@d as a possible observation

Ot+bit_&_Atti tude-Oata

Observation_Resource_
Requirements

Science-PlanaInformati#n

Status-&-Trending_Data

St~rwd_Processed-Data
. . .

,.

request which will uncfet+ga coordination
to determine its consistency with ths
Eos science abJsctives#*

= *Oata that daucribes the cul’rent
or prffdicted orbital position and
painting of the platform QP Instrument axes.* .

- #predicted instrument resources
n~cessary t= fulfill the objectiv~s o+
th@ observati~n request.*

= *Results u+ analyzing engineering
data in real-time er trend
analysis functions.*

n wlnformation on the IWG coordinated
sciencs plan that will be
implemented by the ICC, This
information is distributed tu the
XMC via the team leader,*
The sciwnce plan may b= a result Qf
observation requests Qr rn~y ,fall~w
the c)rginal Eos #cience objectives.
See schsdule data a160,*

= *Instrument engineering and/oe
‘science data that has been analyzed
to determine the operating status ~f
the instrument and long term trends.
This data will b- ussd to updqte any
instrument medels or al~a~ithms used
in analyzing engineering data.*

m *Data which has been processed
tn real-time and sterad for analyzing
long term trends in perf~rm#nc@.*

m“
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DGDS DATA DICTIONARY RODITIONS

ficcepted_Data *DADS Ingested data that has be~n
quality chacked,*

*A mathematical p~oc~dure us8d by the
CDHF sr the TMCF to
process the MODIS data.*

Etqowse_Data *Gubsets S$ a data set other than the
directary and metadata that
facilitates user selection 0+ specific
data having the required characteristics.
FGP example, ima~e datia af a single
channal with desraded resalutian.*
m imaga da+a
+ sub6et Gf data

DADG_Status_Inquiry *An inquiry made by the IMC ta
determine the DADS system status,
perfarmancec and order status,

DADS_Status-Rep9rt *9
and
=
+
+
+
+
+

D~cumentatian

●

●

report of the resource’utilization
system performanc*~*

Status of the DADS system
accounting Information
Ingest*d Data
Management Information
Qrder Status Data
status

#IRelUd@u d cancise dg%CP~Pt*Qn of
algorithm%, instrument upecifications~
the naturst af physical variabl=s,
naise characteristics, and
internal and external hi%tary.
All sources of calibration information,
procsdureu, and results includinq
annotated biblio~raphies of all
pertinent papers and reports.+



+~11 products and data received by th~
DADS,i+
= tiODIS-DafaqProdu~+s
+ Special ~zad_P’raduc*6
+ Parman@nt-Grchiv@d_Daka
+ cGrrelativa-Dat&
+ Rncillat-y-Data
+ Processing-Algorithms

Manaqcment-Information * Internal information about the DADS
daka store and catalog.*

Order_Found@Status *Status of ths pradu~t order when located
and rstrieved. This information can b=
sent to the user via th~ IMC,*

Orctered_Products *Pruducts distributed on physical medium
tu users.*

Order~lace$_Status *Statun of the Product Ordar whsn tha
use~ rstquast ha~ baen processed, This
infarmati~n can be sent to the user via
the IMC.*

Processing Rlogrithm *DAta ~ant tQ the ~RDS by the TtlCF.*
u Rlgerithms
+ Supp~rtingkDecum@ntatitin
+ DqA-Criteria

Requested_DataJraducts i+ Data rstrieved by th~ Proc@ss User
Request +unctian for distribu~fon on a
physical m#dium.*

Requested_Di rect_Data *Products generated on physical medium far
diutributian.*

Specialized-Data_Praducts ~produ~t~ not reutinely produced such 6S
. th~s= produced by the TMCF such as

products prsduced by an alternate algorithm,

●- combinations of standard products~
ar mergad data sets
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User_F’roduc t_Request *R~qu@st for data by a us~tq that
is rauted to the D~~s via th~ I~c=*

.“
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‘1,3SCIENCE Management
TXW TABLES,

2,3 SCIENCE MANAGEMENT

PLAN =-- S(JIENCETEAM TECHNICAL GOALS AND

PLAN INPUT-”” CO~RSB~IONS TO THE SCIENaE
MANAGEMENT PLAN RELATED TO AL090WTHM DEWLOPEMENT ‘AND DATA
PRODUCT VALIDATION, ‘

3,2 . DATA PRODUCT REQUEST--- =QUEST FOR DATA PRODUCT TO BE
PR~URED FORM DADS OR NON-EOS DATA SOURGE.

4.> DATA PROOESSINC3 REQUEST--- REQUE~ FOR “ PROCESSING TO BE
PERFoRMED BY THE CDHF.

5.> ALOORITHM RELEASE ANNOUNCEMENT--” ANNOUOEMENT TO TEAM ANb
OUTSIDE COMMUNITY OF AVAILABILITY OF ALGORITHM SOFTWARE PRODUOT.

6,> DATA PROI)UCT REMASE ANNOUNCJ~~-”” ANNOUNCEMENT TO TEAM AND
OUTSXTDE aO~ Y OF AVUUBILITY OF DATA PRODUCT.

7.? SOHEDUM RESP’ONSE--- RESPONSE TO PROOESSIM OR OBSERVATION

9.? MODIFIED ALQoRITRMs--- AL90RITHMS ~TED
IMP-NTAmON, #

10,) REmm DATA-=” CATALOQED AR=VED
CO~TIVE L)ATA, SUEQTED DATA PRODUUTS, Am WA

DEWPEMENT

AND READY FOR

DATA PRODUOTS,
REPORTS.

11.> PRELI~NARY SPECIAL DATA PRODUOI’S-”- ~lED SPEGIAL DATA
PWDWT’S.

13,> =a=v~ REQWSTS-”= OATALOQED 085ERVATION, PROG-N@ , AND

1
●“





*

Ingested Data - Data received fr~m the DHC that has been
bl~ck=d by TED math~ds,

Accepted Data - Data ft”om the DHC that ha~ undmrgune TED
data validation checks (e~. ~ut ef range, checksumsl~tc,)

Level 1A Data - Level O data which are refqrmattad
reversibly, with Earth lacatien~ selar and instrument zenith
angle, calibration data, and Qther ancillary dat~ appsnded,

Lmvel lB Data - Level 1A data 5G which the radiumebric
calihratian algorithms have b~en applied, perhaps
irreversibly, ta produce radiances @r irradiance, and te
which, the Earbh-$ocatien, and zenith-angla algorithms have
been applied at the grid points.

Level 2 Data - Geaphyulcal p~rameter data darivad f~em the
Leval lB data by application of geephyslcal paramstsr
algorithms.

Level 3 Data - Earth-Uridd@d geophysical parammt~r data
Cin~luding Lavel i radiances }, which have have been .
averaged ~r campesitmd in timm and spaca,

.

Level 4 Daba - TBD analysws ef the lowor levels af MODIS
data. .

●☛

Distributi~n Request - Reques* ts send stered data fer
production af MODIS data pr#ducts, fer ●rchivig$ at tha
DADS, ~r fer us. by the TMCF,



ACTION ITEMS:

9/1 6-1: (McKay) Does MIDACS need to request Level O data from the DHC
routinely, or will the DHC send Level O data to MIDACS as soon as it is
ready without an explicit request?


